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ABSTRACT

A multi-objective linked simulation and optimization (LSO) model for a three dimensional saltwater intrusion problem has been developed. The LSO employs HST3D and Box’s algorithm. The weighting method of multi-objective optimization solves the multi-objective planning problem. The model is capable of determining the optimal pumping rates that minimize the saline concentration at the well sites, as well as, the cost associated with pumping, while satisfying an exogenous water demand. The model is valid for a wide range of applications as explicitly defined by the simulation model. The application of the model was limited to a modified version of Henry’s saltwater intrusion problem. Henry’s problem was modified to include a third spatial dimension and well sites. The multi-objective optimization yielded explicit tradeoff information between the two objectives.

I. INTRODUCTION

The issue of saltwater intrusion is an important water resources problem. Increasing agricultural and domestic water demand—and the resultant rise in groundwater mining—have increased seawater intrusion in many coastal aquifers.

The objective of this study is to develop a multi-objective optimization model to address groundwater extraction in coastal aquifers. The objectives of the model are to minimize the seawater intrusion and the cost associated with pumping.

Henry’s problem [1] simulates saltwater intrusion for a small two dimensional cross section. It was chosen as the prototype system for this study because a quasi-analytical solution exists, and it has been the basis for a number of saltwater intrusion studies [2-4]. Henry’s original problem was modified to include a third spatial dimension with extraction sites.

The control and state variables (pumping rates and concentration) couple the multi-objective optimization model to a highly complex simulation model. Seawater intrusion is simulated by Heat and Solute Transport in Three Dimensions (HST3D) [5]. HST3D couples the nonlinear flow and solute transport equations with Box’s algorithm of optimization, a methodology originally developed by Box [6] and described by Haith [7], and Willis et al. [8]. Finally, the weighting method of multi-objective optimization is used to solve the optimization. It should be noted that—to the author’s knowledge—the incorporation of HST3D in an optimization routine has not been done.

II. LITERATURE REVIEW

The current and historical developments relating to simulation and optimization of saltwater intrusion provide a theoretical foundation for the current research. A comprehensive literature review—beginning with early studies of the process, and ending with the current trends in optimization planning and management of saltwater intrusion—follows.
a. Sharp Interface

The sharp interface assumption treats groundwater and seawater as immiscible fluids, and allows the interface to be approximated as a surface where no diffusion takes place. When the transition zone is narrow compared with the thickness of the aquifer, the effects of mixing are ignored. The advection dispersion equation does not need to be solved.

Shamir and Dagan [9] analyzed the transient motion of saltwater intrusion and applied assumptions, such as, the sharp interface assumption, and the Dupuit approximation, to reduce the two-dimensional problem to one-dimension. They compared their results to 1) an approximate analytical solution by Keulegan in 1954, which assumed a linear interface, and 2) to the Hele-Shaw experiments, which allowed for more complicated geometry at the interface. Both scenarios were reached in good agreement by their numerical approximations.

Essaid [10] developed a quasi-three-dimensional finite difference model that simulated a regional, layered aquifer system, examined the dynamic fresh and saltwater interactions in Santa Cruz, California. The model was facilitated by making the sharp interface assumption. The fluid interactions between layers were coupled through the conservation of flux and pressure, and were highly nonlinear in three dimensions. By assuming horizontal flow—the Dupuit assumption—the problem was simplified. The model was verified by comparisons to the Hele-Shaw experiments by Bear and Dagan in 1964 and analytical solutions of Shamir and Dagan [9].

b. Dispersive Mixing

Pinder and Cooper [11] were among the first researchers to examine the transient motion of the saltwater front under the effects of dispersion. They used the method of characteristics and the alternating direction iterative solution procedure. For the steady state case, their model agreed with Henry’s analytical solution. In the transient case, they started with two different initial conditions. Their transient solutions also approached the steady state concentrations of Henry’s problem.

In the case where the diffusion process dominates the interface, and circulation induced mixing slows the encroachment of the front, a sharp interface model will over-predict the encroachment. These were the findings in Lee and Cheng’s 1974 study of the Biscayne aquifer in Florida [3]. Because of the physical implications of the sharp interface assumption, they developed a steady state finite element model of the Navier-Stokes equations including dispersion. They compared their results with the analytical steady state solutions obtained by Henry, and the transient solutions achieved by Pinder and Cooper [11]. The results were in good agreement with the field data, assuming a constant dispersion coefficient.

Further development of the dispersive problem of saltwater intrusion was presented by Ségol et al. [2]. This research included the solution of three partial differential equations to remedy inconsistencies with the numerical solutions in the velocity field. The inconsistencies with velocities between elements occurred for situations where advective transport was not negligible, i.e., for large Peclet numbers. The results obtained using the Galerkin finite element method were compared to the steady state analytical Henry solution, and the transient solution by Pinder and Cooper [11].

Huyakorn et al. [12] examined the nonlinear, density dependent, coupled transient flow and solute problem in three dimensions, across a multi-layered aquifer system. Several different scenarios were presented, including one similar to the original Henry’s problem with slightly different boundary conditions. The Galerkin finite element matrices were solved using slice successive relaxation with the Picard iteration scheme [12]. Results were compared to Henry’s steady state and transient solutions as published by Henry, Ségol et al. (see [1]).

Voss and Souza [4] revisited the Henry problem. Specifically, they investigated the regional application with narrow transition zones of dispersion. They followed the work of Ségol et al. [2] of insuring a continuous velocity field while using finite element methods. They raised question to the legitimacy of the large dispersion coefficient of the Henry problem.
They found the Henry problem was a valid check for highly dispersed transition zones of variable density flow. However, that Henry's problem is inappropriate with respect to a narrow transition zone, where the sharp interface assumption is usually employed. They established modeling procedures to alleviate the sources of errors associated with modeling narrow transition dispersive fronts. Specifically, they recommended 1) developing a consistent velocity field, 2) checking the purely density driven flows (as in the solute version of the Elder problem), and 3) insuring a tight spatial and temporal discretization (Voss and Souza 1987).

Koch and Sharma [13] examined saltwater intrusion in the Floridian aquifer. Both United States Geological Survey (USGS) models, the Saturated Unsaturated TRAnsport model (SUTRA) and HST3D, were used to simulate the seasonal fluctuations in saltwater intrusion. A comparison indicated that the models yielded slight differences, but the differences did not affect the conclusions. The authors investigated the injection of wastewater and also the construction of a canal zone, which would maintain the water table sufficiently high during the dry season. Their results show that the latter is a viable option to impede the already encroaching brackish front [13].

c. Other Approaches

Some researchers have investigated alternatives to the classical numeric schemes. For example, the lattice Boltzmann method, (LBM) using two-relaxation-time and a directional-speed-of-sound technique, was applied to the saltwater intrusion case. Servan-Camau and Tsai [14] applied this technique to Henry's problem. The inclusion of source/sink terms, anisotropic hydraulic conductivity, and dispersive tensors were modeled. The results of their analysis were compared to an anisotropic dispersive Henry problem, as modeled by Abarca et al. [15], and were found to be in good agreement.

d. Combined Simulation-Optimization

Regardless of the algorithm chosen to perform the optimization, the optimization model must relate the control variables of the planning or design problem to the state variables describing the environmental system. The state variables, pressure, velocity, and solute concentration are described by the continuity equation, Darcy's law, and the mass-transport equation describing a single, linear decaying and/or sorbing, species.

The coupled nonlinear flow and transport equations may be related to an optimization model through an embedding approach, where the governing hydraulic equations are treated as constraints that the optimization model must satisfy. A difficulty associated with the embedding approach lies in evaluating the coupled nonlinear partial differential equations in the constraint set at each iterative objective evaluation (see [8] and Gharbi and Peralta [16]).

The response matrix (RM) technique involves an independent simulation model that generates the system's response to pumping and creates the response matrix, which is then used by the management model to evaluate the objective. The problem with the RM technique is the imposed linearity restrictions.

Finally, the linked-simulation-optimization (LSO) approach is another method of relating the control variables and the state variables of the system. In this approach there are no restrictions on either the dimensionality or the linearity of the response matrix. A highly complex simulation model may be linked to a general optimization routine. It is for these reasons the LSO approach is utilized.

e. Groundwater Optimization Models

Early theoretical development in the optimal control of saltwater intrusion is presented by Cummings [17], and Cummings and McFarland [18]. Their theoretical developments are concerned with extensive economic models that maximize net benefits of the groundwater reserves [18]. A Lagrangian function, and the Kuhn-Tucker necessary conditions were developed to identify optimal net benefits [17].

The reclamation problem was further developed by Gorelick et al. [19]. Their use of the Modular In-Core Nonlinear
Optimization System software (MINOS) made direct incorporation of a complex simulation model with optimization possible. The SUTRA model was used as the subroutine to simulate groundwater flow and transport in the nonlinear optimization procedure [19].

Another nonlinear optimization strategy for groundwater management was developed by Willis and Finney [8] that allowed for the nonlinear and non-convex solution of groundwater optimization models. They applied finite difference approximations of the coupled Boussinesq equation with quasi-linearization. [8]. Both quasi-linearization and Lagrangian methods were used to generate the solution of the optimization.

Jones et al. [20] continued the development of nonlinear optimization procedures with the incorporation of a differential dynamic programming algorithm and MINOS. They found this approach to significantly improve the primary issue of dimensionality associated with the embedding technique.

A regional quasi-three dimensional finite difference model representing saltwater intrusion to the Jakarta, multi-layered, groundwater basin, was developed by Willis et al. [8]. The simulation model was linked to two optimization routines: MINOS and Box’s algorithm. Box’s algorithm improved the difficulties that MINOS encountered dealing with multiple local optiums, often associated with multi-objective optimization. Solutions were improved upon by up to 20% [21].

Gharbi and Peralta [16] applied the embedding approach of weighted multi-objective optimization to saltwater intrusion and used MINOS as the solution method. The study asserted that large scale planning problems solved with embedding approach can successfully be implemented.

The embedding approach using the boundary value simulation of saltwater intrusion along with a dynamic multi-objective optimization model was developed by Reinelt [22] to investigate the saltwater intrusion problem in the Salinas Valley of California. The economic model focuses on the externality posed by saltwater intrusion of coastal aquifers used for large scale agriculture and the tradeoffs associated with the individual’s decision making [22].

f. Heuristic Optimization

The following section focuses on the non-derivative class of heuristic optimization algorithms employed in this study. There are a number of optimization models of this class: the complex method (Box’s algorithm), genetic algorithms, evolutionary strategies, tabu search and simulated annealing [23]. The primary advantage of these algorithms is that the derivatives of the governing equations, or constraint set when applicable, do not need to be evaluated. Another advantage is the broad applicability to general design scenarios. In addition, the general search algorithms can be more robust at locating solutions [24]. A principal disadvantage is that the global optimum cannot explicitly be calculated. Thus, reliance upon successive changes to the starting conditions to guarantee convergence, is required [7]. Another disadvantage to this approach is that often large number of calls to the simulation model are required, which extend computation time.

Rogers and Dowla [25] posed a remediation plan for a stochastic groundwater aquifer with multiple contaminant plumes and optimized an artificial neural network (ANN). The ANN first learned to predict the flow and transport output, the ANN then searched through a vector of management scenarios to determine the optimal one which satisfied the objectives. The results of the study were compared with a quasi-Newton search. The results were consistent for both methodologies. And—contrary to the above listed disadvantage—the ANN yielded less reliance on the simulation model, and therefore, less computational effort [25].

Simulated annealing optimization was applied to a large scale, multi-management period, multi-objective groundwater remediation case by Rizzo and Dougherty [26]. The deterministic simulation model, SUTRA, was modified to be site specific [26]. The authors claim fast convergence to nearly optimal solutions.

Cheng et al. [27] applied a genetic algorithm to a saltwater intruded aquifer in search of optimal pumping rates. The simulation model employed was simplified by the sharp interface assumption, the Dupuit approximation—reducing the
dimensionality, and neglect of storativity—reducing it to steady state. The authors asserted that gradient based methods often fail under the discontinuous space where multiple local optima exist [27], which was also the case for Willis et al. [8]. Several test cases, where the objective was to maximize pumping, were employed. The authors note the importance of restarting the optimization with different initial populations in order to obtain a global solution.

III. MODEL DEVELOPMENT

The following section reveals the models and procedures used. The general equations, boundary conditions, and initial conditions are discussed, as well as, the linkages between the different subprograms of the optimization methodology.

a. Simulation Model

The simulation model used to predict the state variables of the groundwater system was HST3D [28]. The general equations describing groundwater flow and solute transport employed by the HST3D simulator are given in [28]:

1) the continuity equation (conservation of mass):

\[
\frac{\partial(\varepsilon \rho)}{\partial t} = \nabla \cdot \frac{k}{\mu} (\nabla p + \rho g) + q \rho^* 
\]

where
\[\begin{align*}
\varepsilon & \text{ is the effective porosity (no units)} \\
\rho & \text{ is the fluid density (kg/m}^3) \\
t & \text{ is the time (s)} \\
k & \text{ is the porous-medium permeability tensor (m}^2) \\
\mu & \text{ is the fluid viscosity (kg/m} \cdot \text{s)} \\
p & \text{ is the fluid pressure (Pa)} \\
g & \text{ is the gravitational constant (m}^2/\text{s}^2) \\
q & \text{ is the fluid-source flow rate (m}^3/\text{m}^3 \cdot \text{s}) \\
\rho^* & \text{ is the density of a fluid source (kg/m}^3) \\
\end{align*}
\]

2) Darcy’s equation (conservation of momentum):

\[v = -\frac{k}{\varepsilon \mu} (\nabla p + \rho g)\]

where \(v\) is the interstitial-velocity vector (m/s) and

3) The advection-dispersion equation:

\[\frac{\partial (\varepsilon \rho c)}{\partial t} = \nabla \cdot (\varepsilon \rho (D_s + D_m I)) \nabla c - \nabla \rho \cdot c - \lambda \varepsilon \rho c - \rho_b R_{fs} + q \rho^* c^*\]

where
\[\begin{align*}
c & \text{ is the mass fraction of solute in the fluid phase (no units)} \\
D_s & \text{ is the mechanical dispersion coefficient tensor (m}^2/\text{s}) \\
D_m & \text{ is the effective molecular diffusivity of the solute (m}^2/\text{s}) \\
I & \text{ is the identity matrix of rank 3 (no units)} \\
\lambda & \text{ is the linear-decay rate constant (s}^{-1}) \\
\rho_b & \text{ is the bulk density of the porous medium (kg/m}^3) \\
R_{fs} & \text{ is the transfer rate of solute from fluid to solid phase (kg solute/kg solid phase)} \\
c^* & \text{ is the mass fraction of solute in the fluid source (no units)} \\
\end{align*}\]

The boundary conditions may be represented by specified constant or flux, river or aquifer interaction, evapotranspiration, heat conduction and a free surface. The initial conditions are specified values of the state variables at the beginning of the simulation.

HST3D solves the flow and solute transport equations iteratively. For this study, where temperature is not involved, the pressure is solved in the flow equation first, then the mass concentration is solved for from the solute equations [28].

The system of coupled, nonlinear equations is transformed via finite differences, and can be written in general matrix notation [28]:

\[A \partial \mathbf{u} = \mathbf{b}\]

where
\[\begin{align*}
A & \text{ is the matrix of the coefficient vectors of the discretized equations} \\
\mathbf{b} & \text{ is the vector of initial and boundary knowns, and source or sink terms} \\
\partial \mathbf{u} & \text{ is the change in state variables vector} \\
\end{align*}\]
The matrix solver selected was the D4 Gaussian elimination solver developed by Price and Coats (see [28]).

b. Optimization Model

The multi-objective seawater intrusion model is expressed as a composite objective equal to the sum of two weighted objectives. The operator chooses weights that yield a tradeoff between the two objectives [29]:

$$\min_{X} z = \sum_{i} \omega_{i} Z_{i}(X)$$

subject to:

$$X \in \Omega$$

where \( \omega_{i} \) corresponds to the weight on the \( i^{th} \) objective, \( Z_{i} \). The objectives can represent cost, benefits, and water quality. The vector of decision variable \( X \) of any number \( j \), lies in the feasible region \( \Omega \).

c. Application

Henry's problem of saltwater intrusion was modified. The problem simulated in this study is a three-dimensional transient aquifer with pumping, similar to Huyakorn et al. [12]. The mathematical representation follows that of Henry [1], Voss and Souza [4] and Ségol [2], as described by Kipp [28]. The boundary conditions that describe the system are represented in Figure 1, and mathematically as:

$$v_{n}(0, y, z, 0) = Q / \varepsilon x$$

$$p(x, y, z, 0) = \rho_{s} g z$$

$$v_{n}(x, y, 0, t) = 0$$

$$v_{n}(0, y, z, t) = 0$$

$$v_{n}(x, 0, z, t) = 0$$

$$v_{n}(x, y, z, t) = 0$$

$$\frac{\partial c}{\partial y}(x, 0, z, t) = 0$$
Where $Q$ is the freshwater influx entering the aquifer ($m^3/s$). Table 1 summarizes additional parameters used by the simulation model.

The initial salt concentration in the aquifer is described by:

$$ c(0, y, z, t) = 0 $$

$$ c(x, y, z, t) = c_s $$

where $c_s$ is the concentration of the saltwater.

The objective of the multi-objective optimization model is to minimize the cumulative salt concentration at the well sites, and the total cost of pumping at each active well site. The objective function is rescaled by the coefficient on the numeraire, formally:

$$ \min z = \frac{w_1}{w_2} \sum_{i=1}^{n} Q_{ij}^\beta + c_j $$

$$ = \frac{w_1}{w_2} \sum_{i=1}^{n} Q_{ij}^\beta + c_j $$

$$ = \sum_{i=1}^{n} Q_{ij}^\beta + c_j $$

subject to:

$$ \sum_{ij} Q_{ij} \geq D $$

where $\alpha$ and $\beta$ are user-specified parameters, $Q_{ij}$ is the pumping rate of well $i$ and alternative $j$, $c_j$ is the concentration of alternative $j$, and $D$ is the demand.

### Table 1. Model Parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>2</td>
<td>m</td>
</tr>
<tr>
<td>$y$</td>
<td>2</td>
<td>m</td>
</tr>
<tr>
<td>$z$</td>
<td>1</td>
<td>m</td>
</tr>
<tr>
<td>$v_r$</td>
<td>$6.6 \times 10^{-5}$</td>
<td>1/t</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>1024</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$\rho_f$</td>
<td>1000</td>
<td>kg/m$^3$</td>
</tr>
<tr>
<td>$k$</td>
<td>$1.020 \times 10^{-2}$</td>
<td>m$^2$/s</td>
</tr>
<tr>
<td>$D_m$</td>
<td>$18.8571 \times 10^{-6}$</td>
<td>m$^2$/s</td>
</tr>
<tr>
<td>$P_{1,2,0}$</td>
<td>10,052</td>
<td>Pa</td>
</tr>
<tr>
<td>$\Delta X, Y, Z$</td>
<td>0.1</td>
<td>m</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>4851</td>
<td></td>
</tr>
<tr>
<td>Number of wells</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

d. Linked-Simulation-Optimization

The multi-objective optimization model was solved using the LSO methodology. The LSO method links the simulation model with the optimization model. HST3D was coupled to Box’s algorithm, and the multi-objective optimization routine was solved using the weighting method. The LSO begins when the optimization algorithm generates an initial feasible solution. The solution is checked to insure it satisfies the constraints. In addition to the demand constraint, there were internal constraints imposed by Box’s algorithm. The internal constraints are restrictions on each of the decision variables upper and lower bounds. The number of alternatives, $P$, must satisfy $P \geq n + 1$, where $n$ is the number of decision variables. The initial pumping rates are sent to the simulator. The simulator uses the pumping rates to generate the cumulative salt concentration at the well sites. The concentrations are then sent back to the optimization routine. The optimization routine then evaluates the objective, and removes the largest one. The remaining randomly generated alternatives are sequentially evaluated for their ability to satisfy the constraints. If the randomly selected alternatives don’t meet the internal constraints, they are moved closer to the centroid of the feasible solutions. The worst
IV. RESULTS

The optimization model was verified in the initial stages of development. First the simulator was verified, later the single objective case, and finally the multi-objective optimization was verified. A brief discussion of this process follows.

a. Verification

The verification of HST3D involved replicating the original Henry’s problem. The domain was then expanded to include a depth, and well sites were introduced. The transient simulation approached the steady state solution.

The optimization model was verified by first analyzing a single objective. The optimal vector of pumping rates resulting from the minimization of concentration were input to HST3D. The concentrations that resulted from the simulation and optimization pumping rates were compared. The percent difference between the two concentrations was calculated for a variety of simulations with different input parameters, and resulted in a mean value of 0.02%. Similarly the process was followed for the minimization of the cost objective. The weight on the concentration was set to zero, and the optimal pumping rates were again simulated. The concentrations were replicated again with the same mean percentage difference.

b. Optimal Solutions

The results of the multi-objective optimization are presented. Figure 2a shows the concentration profile as the cost objective dominates the solution. The contours are taken at a depth of $y = 0.5$ m. The figure shows the salt concentration increase from the freshwater to saltwater boundary, where the bulk of the intrusion lies along the saltwater boundary. The pumping rates that are associated with the concentration contours are shown in Figure 2b. They vary slightly around a mean of $3.16 \times 10^{-6} \text{ m}^3/\text{s}$.

The concentration optimization is summarized in Figures 3a and 3b. The optimization established the pumping rates that satisfied the demand, and resulted in the smallest concentration objective. The concentration contours are taken at the
same depth of $y=0.5$ m. In this case, the saltwater extends through the midpoint of the aquifer, but doesn’t span the entire domain. The optimal pumping rates satisfy the demand using the 7 wells closest to the freshwater boundary, while the remaining wells were made inactive by the LSO.

As the objective weights were varied, a tradeoff analysis of the multi-objective optimization was generated (Figure 4). The feasible range of optimal solutions are bounded by the upper and lower limits of the optimization, (the single objective optimization of concentration and cost). The efficiency frontier is a convex function. The slope of each piecewise segment of the efficiency frontier represents the tradeoff between the cost and concentration objectives ($$/kg). Each weight, applied in the optimization yields a region with a different tradeoff value. Table 2 lists 1) the weight applied in each optimization, 2) the respective values of the objectives, 3) the tradeoff associated with each weight, 4) the execution time for a 3.33 GHz Intel Dual Core processor, and 4) the number of calls to the simulation model for each application.

<table>
<thead>
<tr>
<th>w ($\times 10^w$)</th>
<th>$Z_2$ (kg)</th>
<th>$Z_1$ ($\times 10^{z1}$)</th>
<th>slope ($$/kg)</th>
<th>T (h)</th>
<th>calls (#)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.12</td>
<td>4.89</td>
<td>0.79</td>
<td>20.0</td>
<td>2,587</td>
</tr>
<tr>
<td>25</td>
<td>7.24</td>
<td>4.07</td>
<td>0.56</td>
<td>14.7</td>
<td>1,926</td>
</tr>
<tr>
<td>50</td>
<td>10.76</td>
<td>3.05</td>
<td>0.28</td>
<td>16.2</td>
<td>2,193</td>
</tr>
<tr>
<td>100</td>
<td>14.7</td>
<td>2.45</td>
<td>0.16</td>
<td>12.9</td>
<td>2,812</td>
</tr>
<tr>
<td>150</td>
<td>18.43</td>
<td>2.18</td>
<td>0.12</td>
<td>12.2</td>
<td>1,794</td>
</tr>
<tr>
<td>250</td>
<td>22.75</td>
<td>1.96</td>
<td>0.09</td>
<td>14.3</td>
<td>2,056</td>
</tr>
<tr>
<td>750</td>
<td>27.78</td>
<td>1.82</td>
<td>0.07</td>
<td>16.8</td>
<td>2,418</td>
</tr>
<tr>
<td>1,000,00</td>
<td>30.09</td>
<td>1.80</td>
<td>0.06</td>
<td>28.8</td>
<td>4,251</td>
</tr>
</tbody>
</table>

Table 2. Efficiency frontier values.
Specifically, the tradeoffs associated with the region of low concentrations are very steep. In this region, small increases in the concentration objective result in a large cost benefit. Conversely, gradual slopes are associated with the region of higher concentrations, in this region, little cost benefit is achieved with an increase in concentration. The weights applied to the optimization that generate the region at the center of the efficiency frontier resulted in moderate slopes varying slightly between 0.12 and 0.16 ($/kg) as seen in Table 2.

V. CONCLUSIONS AND FURTHER RESEARCH

The objective of this study was to create a multi-objective optimization model that incorporated a complex simulation model with optimization to address the issue of groundwater planning and management with respect to seawater intrusion of coastal aquifers. The optimization model was verified and used to explore the limits of optimization within the small three dimensional prototype system.

A field scale model was developed but not pursued, because of the extensive computational resources required. Further development of regional applications are left for future research.
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